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Introducing contextual transparency for 
automated decision systems

Mona Sloane    1 , Ian René Solano-Kamaiko1, Jun Yuan2, Aritra Dasgupta3 & 
Julia Stoyanovich    4

As automated decision systems (ADS) get more deeply embedded into 
business processes worldwide, there is a growing need for practical ways 
to establish meaningful transparency. Here we argue that universally 
perfect transparency is impossible to achieve. We introduce the concept 
of contextual transparency as an approach that integrates social science, 
engineering and information design to help improve ADS transparency 
for specific professions, business processes and stakeholder groups. We 
demonstrate the applicability of the contextual transparency approach by 
using it for a well-established ADS transparency tool: nutritional labels that 
display specific information about an ADS. Empirically, it focuses on the 
profession of recruiting. Presenting data from an ongoing study about ADS 
use in recruiting alongside a typology of ADS nutritional labels, we suggest 
a nutritional label prototype for ADS-driven rankers such as LinkedIn 
Recruiter before closing with directions for future work.

ADS are increasingly adopted into standard business processes,  
particularly in service operations and product and service development 
related functions across all industries1. Consequently, they are having a 
transformative impact on society. At the same time, regulators are forced 
to mitigate the amplifying effect that ADS can have on inequity. This issue 
is particularly pressing for high-stakes contexts where ADS affect deci-
sions on, for example, employment, education and criminal justice2–7.

One mitigation strategy has become increasingly popular among 
policymakers in the European Union (EU) and in North America: ADS 
transparency. For example, the Canadian Directive on Automated 
Decision-Making and the recently introduced US Algorithmic Account-
ability Act call for algorithmic impact assessments and other forms of 
documentation related to the design and effects of ADS. Similarly, the 
yet-to-be enacted EU Artificial Intelligence (AI) Act attempts to apply 
transparency obligations proportionally within their predefined risk 
categorization framework. This legislation aligns with a White House 
Executive Order issued on May 2021 by the Biden administration, which 
included a section directing the National Institute of Standards and 
Technology to initiate a pilot programme “informed by existing con-
sumer product labeling programs to educate the public on the security 

capabilities of Internet-of-Things (IoT) devices and software development 
practices”8. Relatedly, the White House Office of Science and Technology 
Policy recently introduced the Blueprint for an AI Bill of Rights which 
promotes ‘notice and explanation’ as one of its five core principles9.

Increasingly, these regulations acknowledge the significance 
of context for creating meaningful ADS transparency. For example, 
the EU’s risk categorization framework is based on the idea that ADS 
deployed in the same industry, but in different contexts, can create dif-
ferent types of risks. Additionally, the National Institute of Standards 
and Technology’s AI Risk Management Framework Playbook explicitly 
grounds risk assessment and model management in mapping the 
context of an AI system, in part through stakeholder engagement10.

Despite this trend, there are currently no systematic and scalable 
approaches for establishing ADS context and creating ADS transpar-
ency. This is particularly problematic when ADS are used by business 
corporations and enterprises, given that they are often hidden from 
public access and scrutiny, yet can impact the public at scale.

In the first section of this Perspective, we introduce the concept of 
contextual transparency as an approach that integrates social science, 
engineering and information design to help improve ADS transparency. 

Received: 19 May 2022

Accepted: 1 February 2023

Published online: 13 March 2023

 Check for updates

1Tandon School of Engineering, New York University, Brooklyn, NY, USA. 2New Jersey Institute of Technology, Department of Informatics, University 
Heights, Newark, NJ, USA. 3New Jersey Institute of Technology, Department of Data Science, University Heights, Newark, NJ, USA. 4Tandon School of 
Engineering and Center for Data Science, New York University, New York City, NY, USA.  e-mail: mona.sloane@nyu.edu

http://www.nature.com/natmachintell
https://doi.org/10.1038/s42256-023-00623-7
http://orcid.org/0000-0003-1049-2267
http://orcid.org/0000-0002-1587-0450
http://crossmark.crossref.org/dialog/?doi=10.1038/s42256-023-00623-7&domain=pdf
mailto:mona.sloane@nyu.edu


Nature Machine Intelligence | Volume 5 | March 2023 | 187–195 188

Perspective https://doi.org/10.1038/s42256-023-00623-7

questions for creating mechanisms that foster ADS interpretability 
and trust37: what are we explaining? To whom are we explaining and 
why? Are the explanations effective?38 We connect these questions 
concretely to contextual transparency by introducing three contextual 
transparency principles (CTPs) that connect the domains of social 
science, engineering and design (Fig. 1). The three CTPs are: ‘stake-
holder specificity’, ‘ADS specificity’ and ‘transparency and outcome 
specificity’.

To translate these CTPs into a workable method, we introduce the 
CTP matrix. This matrix breaks each CTP into a focus area and research 
question(s) that guide empirical data collection and analysis, as well 
as transparency design efforts (Fig. 2).

CTP 1: stakeholder specificity (social science)
CTP 1 is focused on defining a profession, relevant stakeholders within 
it and the professional practices into which ADS get embedded among 
these relevant stakeholders. Each profession and the various stake-
holder groups within it integrate ADS into their professional practice 
in different ways. This difference must be considered when framing 
stakeholder specificity to inform ADS transparency interventions.

We suggest starting with existing classification systems for occu-
pations (such as the US Occupational Information Network). These 
existing classification systems can help define the profession (for 
example, ‘human resource specialist’). From there, researchers can 
use empirical social research methods (especially empirical qualitative 
work) to define the various stakeholder subgroups that are relevant 
for a domain of ADS use. For example, within the profession of human 
resource specialists, the sub-stakeholder groups of talent acquisition 
managers, recruiters, and sourcers may become relevant in the context 
of ADS deployed for screening potential job candidates.

Once general and specific stakeholders have been identified, 
researchers can deploy empirical research methods (quantitative, 
such as surveys, and qualitative, such as semi-structured interviews) 
to specify their professional practice vis-a-vis ADS use. For example, 
they can use these methods to determine how members of an occupa-
tion or community of practice use and interpret ADS, and what their 
transparency needs are.

CTP2: ADS specificity (engineering)
CTP 2 is focused on understanding the technical context of the ADS 
used by the relevant stakeholders. Different types of ADS operate with 
different assumptions, mechanisms and technical constraints, and 
successful disclosure strategies must map onto these. For example, 
a computer vision ADS that analyses the facial expression of job can-
didates to assess personality traits works based on assumptions, data 

We argue that perfect transparency is impossible to achieve. Instead, 
contextual transparency is an operationalizable concept for creating 
ADS transparency that is meaningful for distinct professions, business 
processes and stakeholder groups. Subsequently, we apply contextual 
transparency to a well-established ADS transparency tool: ‘nutritional 
labels’ that display specific information about an ADS. Empirically, we 
focus on the profession of recruiting. We present data from an ongoing 
study about ADS use in recruiting alongside a typology of ADS nutri-
tional labels to suggest a nutritional label prototype for ADS-driven 
rankers such as LinkedIn Recruiter before we close the paper with 
directions for future work.

Contextual transparency
Across disciplines, it is widely acknowledged that meaningfulness — 
which we define in the pragmatist tradition as the property of conveying 
information that is receivable and useful to a recipient, and that has 
consequences in that it makes a difference to practice11,12 — and con-
textuality of information are deeply entangled13–17. This includes schol-
arship and practice on systems design. The arrival of context-aware 
computing applications (versus theories of context-aware systems), 
that is, applications that gather context data and adapt systems behav-
iour accordingly18, prompted scholars in computer science and systems 
design to seriously consider the concept of ‘context’. Quickly, the prob-
lem of computationally representing context became a technology 
design problem.

Well-established theories of context have underlined the 
open-ended nature of context19, such as Lucy Suchman’s seminal frame-
work of ‘situated action’20. There is general agreement that context is 
critically important for understanding activity and information21. Yet, a 
consensual definition of context has never been achieved22. Technology  
and design scholars and practitioners continue to grapple with the 
issue that context is dynamic and continually evolving19, and that mean-
ingfulness of context only emerges through forms of practice21. Some 
have even argued that there are some human aspects of context that 
simply cannot be inferred technologically23.

Therefore, the ‘context problem’ is a salient issue for scalable and 
impactful ADS transparency. To address this problem, we introduce 
the concept of contextual transparency. Contextual transparency 
stipulates that there is no perfect transparency. It centres on the idea 
that information about an ADS must be meaningful so that people can 
appropriately interpret it in the context of their (professional) practice.

Contextual transparency connects ADS transparency design  
with the application domain and the transparency needs of key 
stakeholders and their professional practices. It is an approach that 
addresses social science deficit of ADS24 and allows strategic determina-
tion of what specific information and type of transparency technique is 
most meaningful for enhancing interpretability for professionals and 
the business processes where they use ADS.

Interpretability is defined here as the flows of information that 
allow humans to understand the cause of an (ADS-generated) decision25 
and, if necessary, contest it26–28. This definition pushes beyond purely 
technical conceptions of interpretability29 and is aligned with more 
human-centric approaches21,25,30–34.

Contextual transparency is inspired by Helen Nissenbaum’s semi-
nal work on privacy in context35, which introduces the notion of contex-
tual integrity as a normative theory of privacy, personal information 
and digital technologies. Contextual integrity demands that informa-
tion collection and information transmission must be context appro-
priate36. Similarly, we stipulate that ADS interpretability is dependent 
on context-specific information. Contextual transparency serves as 
a practical approach that operationalizes ADS interpretability via a 
scalable framework for determining what information is contextually 
relevant and for whom to design of a meaningful nutritional label.

To develop this framework, as a guiding principle, we follow the 
‘imperative of interpretable machines’28 that centres three research 
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Fig. 1 | Contextual transparency Venn diagram. The convergence of social 
science, engineering and design in the concept of contextual transparency (CT).

http://www.nature.com/natmachintell


Nature Machine Intelligence | Volume 5 | March 2023 | 187–195 189

Perspective https://doi.org/10.1038/s42256-023-00623-7

and computational techniques that are very different from a ranking 
ADS that automatically ranks job candidate profiles. Therefore, we 
define ADS specificity in terms of the technical frame that underpins 
any given ADS (such as visual pattern analysis or algorithmic ranking).

To define ADS specificity, researchers should first work to identify 
the general system mechanisms that underpin relevant ADS. We treat 
an ADS as a system that encapsulates dynamic interactions between 
multiple datasets, multiple algorithmic components and people. The 
system view is appropriate as it accounts for the changing nature 
of these interactions. In the field, researchers may find that ADS are 
framed as ‘products’: complex ADS that are made up of modules of 
several algorithmic sub-systems that different product teams work on, 
but that users encounter and perceive as one system. What matters is 
how these modular elements inter-operate by taking specific features 
as input from heterogeneous sources and producing interpretable 
outputs for users of the ADS. Therefore, researchers should identify an 
ADS’s input features and output descriptions. This information is key 
for outlining potential transparency design options and limitations, 
including considering if and how they can work in complex multi-step 
or personalized systems.

CTP 3: transparency and outcome specificity (design)
CTP 3 is focused on creating concrete ADS transparency designs. It 
helps define transparency goals as a function of the form (for example, 
text versus data visualization techniques) and intent (for example, 
policy inspection versus deliberative reasoning about decision biases) 
of information displays designed for transparency interventions. These 
interventions should be directly linked to measurable outcomes, such 
as a change in behaviour or perception, or in a policy that can subse-
quently be observed, documented and assessed.

Consequently, data from CTP 1 and CTP 2 must serve to define 
the change (behaviour, perception or policy) that can reasonably 
be expected to occur after the introduction of the transparency 

intervention. The next step is to determine which existing disclosure 
techniques are most appropriate to achieve that transparency goal 
vis-à-vis the ADS at hand. Following this step, research should focus 
on relevant and reasonable evaluation methods.

Contextual transparency for recruiting ADS
We apply the contextual transparency approach for ADS used in profes-
sional recruiting, talent acquisition and sourcing. These professions 
increasingly use ADS for various business practices, ranging from out-
reach to screening and assessment, and onboarding39,40. Additionally, 
recruiting ADS have come under increasing scrutiny by regulators41,42.

We use data from an ongoing qualitative study on the profes-
sional practice of (ADS-driven) recruiting (N = 33 as of October 2022). 
This qualitative study (approved by an institutional review board) 
began in summer 2021 and uses snowball sampling to identify pro-
fessional recruiters, sourcers and talent acquisition managers. For 
the semi-structured interviews, themes were derived from literature 
research and the research focus. Consequently, they follow three broad 
themes: the professional practice of recruiting, ADS use and transpar-
ency needs. Owing to data protection regulation, research participants 
from the European Union and the United Arab Emirates are excluded 
from the research.

From these data, we learn that for professional recruiters, the 
foundation for any search they conduct is job specifications. These 
job specifications are either existing descriptions that are re-used or 
updated, or entirely new specifications. From these specifications, 
recruiters craft job advertisements that are posted on the company’s 
internal and/or external websites and on job platforms such as LinkedIn 
or Indeed. Job candidates apply to these positions and recruiters manu-
ally assess submitted resumes and conduct screening interviews where 
they typically focus on required skills, experience and ‘culture fit’. If 
candidates are deemed viable for the job or have a generally desirable 
profile, they become part of the ‘slate’ — a pool of attractive candidates 

CTP 1: understanding stakeholders and professional practice (social science)

Focus Profession Specific stakeholder group Professional practice

Research questions What is the profession and broader 
community of practice based on existing 
classification systems (e.g., the Standard 
Occupational Classification System 
[O*Net])? 

What are the stakeholder sub-
groups?

What is the professional practice of
substakeholder groups? How do they use 
and interpret ADS? What are their 
transparency needs? 

CTP 2: understanding the technical context of the ADS (engineering)

Focus General ADS mechanism Specific ADS (’product’) Input features Output description

Research questions What is the underlying ADS 
mechanism?

What is the specific ADS this 
nutritional label design will be 
focused on? 

What input features are used 
for the specific ADS? 

How is the output of the ADS 
described and displayed?

CTP 3: creating contextual transparency (design)

Focus Reasonably expected change Transparency goal Transparency design Evaluation notes

Research questions What is the change in 
professional practice, and/or 
individual behaviour or belief, 
and/or policy that can 
reasonably be expected to 
occur after the introduction of 
the nutritional label?

What information should the
nutritional label display so 
that it meaningfully connects 
to the professional practices 
of the stakeholder sub-groups 
within a profession and 
enables the desired change?

What transparency design 
techniques for the chosen 
nutritional label are most 
appropriate to achieve the 
transparency goal and the 
reasonably expected change? 

How can the reasonably 
expected change be
observed, assessed and/or 
measured?

Fig. 2 | The CTP matrix. Each CTP is broken into a focus area and research question(s) that guide empirical data collection, analysis and transparency design efforts.
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that recruiters continually maintain. This process is illustrated in Fig. 3.  
It is dominant in situations where recruiters must source many candidates  
for the same type of role, such as internships or entry-level positions.

We also learn that for low-volume recruiting, that is, recruiting 
candidates with rare or sought-after skills and experience, sourcing 
and talent acquisition become relevant as distinct sub-professions that 
are focused on finding and activating relevant candidates, often those 
considered ‘passive’. Sourcing is considered a meticulous process, as 
a result ADS can become useful tools for sifting through and finding 
relevant candidates.

“As a recruiter, we oftentimes will need to actually source can-
didates, passive candidates. These are candidates who are not 
looking to make a move out of their current positions. And sourc-
ing itself is kind of its own function within recruiting.” — recruiter, 
media and technology nonprofit

“Sourcing is very meticulous, like you really have to take the 
time.” — talent acquisition partner 1, corporate coaching company

In the sourcing context, recruiters use job specifications to iden-
tify keywords for effective candidate searches in (ADS-driven) com-
mercial candidate databases or platforms. The most popular product 
on the market is LinkedIn Recruiter, which allows recruiters to search 
across its vast user base. In 2021, LinkedIn reported 771.61 million users 
with a basic subscription worldwide, alongside 49.16 million users with 
a premium subscription43.

In LinkedIn Recruiter, recruiters can use Boolean searches. 
Boolean searches allow combinations of words and phrases by using 
the terms AND, OR, NOT to refine a search input44. Boolean searches on 
ADS-driven candidate databases like LinkedIn Recruiter yield ranked 
profiles. These rankings are interpreted by recruiters and the desired 
candidate quality is assessed vis-à-vis the keywords that were used. 
Based on their assessments, recruiters tweak the Boolean searches 
until they have found the Boolean search strings that consistently 
yield satisfactory results. Boolean searches are seen as essential for 
increasing sourcing efficiency.

“When I have a search string that’s not pulling profiles for me, 
(…) it takes a lot longer. But when I find the right search string, it 
makes me get so excited about it because I’m able to find people 
and I’m able to find good people quickly.” — technical sourcer 1, 
data science company

Our data also show that recruiters do not blindly trust ADS-derived 
rankings and typically double-check ranking outputs for accuracy, 
oftentimes going back and tweaking keywords. They are acutely aware 
of the difference in machine and human judgment.

“(…) then I select all and contact [candidates] through like a 
message system. That’s how I reach out to people on LinkedIn. 
I would not trust to do that without actually spending that time 
looking at the profiles first and making sure that they have hit the 
mark with what I’m looking for. (…) the computer system doesn’t 
understand nuances that a recruiter, a human recruiter would.” — 
talent acquisition partner 2, corporate coaching company

“When you’re at the beginning of your search, you just start that 
first page, top person, and you start going through if you’re see-
ing that the first couple of pages aren’t really producing what 
you’re looking for. You might go back and switch up some of the 
filters or keywords that you’ve set and see if that produces bet-
ter on the one or two pages.” — recruiting leader, staffing agency

“I don’t know how [the ranking] is done. (…) I kept getting the 
same people. I don’t know if it’s like an algorithm they have or 
whatever, but I kept getting this like similar profiles that I was like, 
I don’t need these profiles. And I actually went to the last page and 
sourced backwards so that I could find different profiles, which 
I did. It would be nice to figure out like why particular profiles 
are put up on the front in comparison to the ones that are on the 
last page, which are equally as good.” — technical sourcer 1, data 
science company

Recruiters are concerned about bias in ADS-driven rankings and 
are aware that their search behaviour can exacerbate this bias.

“I think that AI still has a way to go to avoid the bias. For example, 
if I’m immediately knocking out anybody on the search that 
comes up from AI with a name that looks like it’s foreign (…) I am 
now teaching the system to not show me anybody with a foreign 
sounding name, so that inherently will create a bias in the system 
going forward.” — founder and CEO, recruiting firm

Furthermore, recruiters have a specific transparency need with 
regards to ADS-driven rankings of candidates: they are keen to under-
stand the functionality of the system, especially in terms of input 
features.

“If I were to do the same LinkedIn search three times, I might get 
different results all three times. (…) It feels like it depends on how 
the algorithm is feeling based on that day. (…) I have no idea how 
or why people are dished to me and the way that they’re served 
to me and what the relevancy is. That’s a huge, huge gap in their 
product. (…) if I’m thinking about AI-driven selection, right, and 
thinking about what, was it about these, I gave you a hundred 
profiles, you returned these six. What was it about them that 
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Fig. 3 | Generating the slate. An illustration of how recruiters use ADS in the process of finding job candidates.
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made you select them? And as you narrowed, what were those 
criteria?” — director of talent acquisition, data science company

Recruiters see the lack of ADS transparency as challenging efforts 
to recruit for diversity. This can lead to various practices of manually 
inferring ‘diverse’ identity markers such as race and gender, for example 
from surnames or profile pictures.

“At my former company, [we] actually had requirements as far 
as the number of women and the number of ethnic diverse can-
didates that needed to be included in the interview slate. And 
if you just were not feeling like you were getting that just from 
the candidate pool you were given [by the software], you just 
really had to go out and identify additional candidates on your 
own through different methods of just diversity sourcing and 
reaching out to appropriate organizations to help you get those 
types of candidates.” — talent acquisition and HR process leader, 
data science company

“I would say probably I still think that the majority of the diverse 
folks (…) I found through LinkedIn (…) just from literally sift-
ing through hundreds of profiles and just quickly looking (…) 
at the name or looking at the profile. It can get tricky because 
sometimes they don’t always have profile pictures available to 
the public.” — technical sourcer 2, data science company

As Table 1 illustrates, we use these data to fill out the contextual 
transparency matrix and narrow down a recruiting-specific ADS dis-
closure technique.

Specifically, we follow domain-specific developments in ADS 
disclosure techniques (in this case, employment, hiring, recruiting), 
specifically45, which outlines an approach for designing ADS nutritional 
labels for job seekers who are engaging with hiring ADS as a way for 
catering towards the transparency needs of a specific stakeholder 
group. Instead of job seekers, we are targeting recruiters who use ADS 
to make high-stakes decisions about job seekers.

Nutritional labels have historically been used in the food indus-
try to relay ingredients and nutritional values to consumers46,47. First 
introduced in the US in the 1940s with disclosure of calories or sodium 
content, nutritional labels for food share the trajectory of labels used 
for tobacco products: they have gradually become more specific as 
scientific knowledge about the links between the consumption of a 

product, such as a cigarette, and its health impacts have expanded46. 
Generally, nutritional labels display specific, rather than exhaustive 
information in a standardized way. These labels are designed to be 
useful and interpretable for specific stakeholder groups, such as con-
sumers or professionals.

Nutritional labels for ADS have recently emerged as a prag-
matic design approach to address transparency needs in ADS. They 
are part of a wider push in the ADS research community towards 
transparency-by-design, an approach that sets out to include ‘norma-
tive, relational and social factors’ in the ‘meaningful realization of trans-
parency’48 across all stages of the software development process49,50. 
Transparency-by-design seeks to address information asymmetries48 
and was inspired by privacy-by-design, which integrates and establishes 
privacy protections in (technology) design processes51–53.

Here, privacy labels — akin to ADS nutritional labels — emerged 
as a standard design approach54–57 for displaying privacy policies in 
an understandable way58 or for giving users more agency over data 
collection and data brokerage, such as in the case of Apple’s privacy 
labels59,60. Visualization techniques are key for transparency- and 
privacy-by-design61,62. In the context of ADS nutritional labels, they 
can provide insights into the training data, demographic overviews, 
model performance measures, feature relevance and impact, fair-
ness measures, model stability highlights and ranking comparisons, 
amongst many others63,64.

We develop a nutritional labels typology and identify three types 
of nutritional labels that currently exist for ADS: nutritional labels for 
datasets, nutritional labels for functionality, and nutritional labels for 
outcomes. To identify these types, we conducted a literature review 
on existing scholarship on ADS nutritional labels using a snowball-
ing approach. This approach uses a selection of known key papers 
on the topic and then deploys forward and backward snowballing to 
map the topical field and construct the literature review65,66. It is suit-
able for nascent fields and fields that are interdisciplinary and where, 
consequently, the selection of relevant databases and search strings 
is challenging and can produce a lot of noise. The nutritional labels 
typology follows five key questions: What is the underlying assumption 
of the label? What is its overarching goal? What is the guiding question? 
What are the core elements? What are representative case examples?  
Table 2 illustrates the typology and provides an example for each type 
that is drawn from the current literature.

We note that the delineations between these three types are porous 
in both research and practice. However, the types are sufficiently 

Table 1 | CTP matrix filled in with empirical data on ADS-driven recruiting

Focus Findings/research questions

CTP 1: understanding stakeholders 
and professional practice (social 
science)

Profession Human Resources

Specific stakeholder group Recruiters, talent acquisition managers, sourcers

Professional practice Finding and engaging passive and active candidates using ADS

CTP 2: understanding the technical 
context of the ADS (engineering)

General ADS mechanism Learned rankings

Specific ADS (‘product’) LinkedIn Recruiter

Input features Candidate profiles, platform activity

Output description Ranked list of candidates

CPT 3: creating contextual 
transparency (design)

Reasonably expected change ADS literacy among recruiters; improved diversity of candidate pools

Transparency goal Surface absence in the ranking and uncover 'hidden' candidates to create a more 
diverse pool

Suitable disclosure techniques Nutritional label for ADS functionality that shows general influential factors as 
well as keyword influence per Boolean search string and intra-ranking explanation 
of candidate position within the ranking; potentially add general diversity data 
per job title to facilitate ranking interpretation vis-à-vis demographic information

Evaluation notes Stakeholder interviews about potential change in use and perception of ADS; 
participant diaries documenting professional practice; A/B testing
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distinct for us to use this typology to assess which ones are most suited 
to our needs based on the CTP matrix. To meet the needs of the recruit-
ers outlined in the qualitative study and the corresponding data from 
the CTP matrix, we suggest a combination of nutritional labels for 
functionality and outcomes. To ensure scalability of transparency while 
accounting for the flow of data as well as shifting contexts67 we suggest 
that this label be automatically generated rather than hand-drawn68, 
building on respective approaches that have been proposed for  
privacy labels69,70.

Specifically, we build on our data to suggest that the nutritional 
label for functionality for ADS-driven rankings of candidates should 
focus on the unit of any given Boolean search string. To address the 
transparency needs of recruiters, we suggest that the nutritional label 
include passive and active factors. Passive factors comprise informa-
tion that is relevant to the general functioning of the ADS and the pro-
fessional practice of recruiting in general, while active factors comprise 
information that is specific to the Boolean search string and therefore 
changes. Based on the information displayed in the CTP matrix in  

Fig. 4, we suggest that the passive factors of the nutritional label com-
prise the general influential factors of ADS-driven rankers such as 
LinkedIn Recruiter, as well as population and diversity demographics 
pertaining to industry or profession to allow for a contextual interpre-
tation of the ranking output vis-à-vis diversity goals. Furthermore, we 
suggest that active factors comprise information on the influence of 
the specific keywords in the Boolean search string, as well as informa-
tion on the difference of position within the ranking. We illustrate this 
concept in Fig. 4, outlining where in the ADS-driven recruiting process 
the nutritional label could best be placed.

To evaluate whether this ADS transparency intervention did 
achieve the change that can reasonably be expected (Fig. 4), we sug-
gest using stakeholder interviews about potential change in use and 
perception of ADS alongside participant diaries documenting profes-
sional practice and A/B testing (if possible).

These evaluation mechanisms are important steps for sounding 
out the limitations of contextual transparency. Although designed 
to empower professionals to make more equitable decisions in the 

Table 2 | An overview of the nutritional label typology including a summary of the three nutritional label types

Assumption Goal Guiding question Elements Examples

Nutritional labels 
for datasets

Datasets may not be fit 
to be used for a task

Assessing the fitness 
of a dataset for use in a 
particular task or family of 
tasks

Is this data fit for 
use in an ADS?

Standardized qualitative and 
quantitative measures focused 
on data provenance and content

Data Nutrition Project87

Datasheets for Datasets68

Responsible Data 
Management88

Nutritional labels 
for functionality

Interpretability is 
conditioned on 
transparency about 
the ADS design 
components

Achieving interpretability 
by describing the 
components of an ADS and 
how they are intended to 
function

What is the ADS 
designed to 
consider and 
how?

Documentation of an 
ADS' purpose, data, data 
transformation, and metadata 
used, model performance 
characteristics, safety and 
security aspects, ADS evaluation 
criteria and other potentially 
relevant factors

Model Cards for Model 
Reporting64

Factsheets89

Nutritional Labels for Data 
and Models45,67,90

Nutritional labels 
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context of ADS use, contextual transparency is no silver bullet for 
achieving systemic change. It is an approach that only works in tandem 
with wider changes in policy, professional practice and technology 
design. Within the contextual transparency framework, professionals 
are not ‘human infrastructure’71 that merely upholds the accountability 
of an ADS. To the contrary, contextual transparency acknowledges that 
it is impossible to satisfy all the tradeoffs that are necessary within any 
given design and instead allows professionals to understand these 
tradeoffs so that they can intervene with their expert judgment applied 
in context.

Conclusion
Rapidly creating ADS transparency that is responsive to context while 
remaining effective is important for putting guard rails around ADS use 
in professional practice. Contextual transparency can serve as a unified 
approach for providing meaningful ADS information for distinct pro-
fessions, business processes, stakeholder groups and decisions. As we 
show through the case of recruiting ADS, the contextual transparency 
matrix and the ADS typology can serve as practical tools for creating 
context-specific ADS transparency interventions.

Future work involves operationalizing contextual transparency for 
an ADS that is already on the market and focus on measuring its effec-
tiveness. New research should combine contextual transparency with 
work on explainability and transparency in ranking and recommender 
systems72–74 as well as the existing body of work on privacy labels and 
standardizing privacy notices54–60,62,70. Relatedly, future work should 
compare the potential of the contextual transparency approach with 
the effectiveness of standardization efforts inside and outside of ADS 
regulation. This work should also engage with the dialogue on new 
regulations for ranking transparency, such as the EU guidelines on 
ranking transparency75.

We also see a new line of research emerging that connects the con-
cept of contextual transparency to the idea of distributed accountabil-
ity within socio-technical systems76,77 potentially providing a pathway 
for discussing issues around risk and liability in ADS.

Lastly, work on contextual transparency must be integrated with 
existing scholarships on the professions78–81 as well as user studies on 
the efficiency of transparency and explainability interventions for 
algorithms and ADS59,60,82 and their relationship to trust31,83–86.
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